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ABSTRAK

Sebagai sebuah negara kepulauan, Indonesia memiliki berbagai macam bahasa, Indonesia
memiliki 718 bahasa daerah. Namun, banyak bahasa daerah yang menghadapi risiko
penurunan pengguna hingga ternacam punah. Perkembangan teknologi membuka peluang
untuk melakukan analisis pola dan karakteristik unik bahasa daerah melalui analisis n-
gram yang menggunakan algoritma naive bayes dan k-nearest neighbor. Oleh karena itu,
dilakukanlah penelitian ini dengan tujuan menganalisis kemiripan bahasa daerah,
terutama bahasa Jawa Tengah, Sunda, dan Melayu Pontianak sebagai salah satu upaya
membantu pelestarian bahasa daerah di Indonesia. Hasil analisis kemiripan antar bahasa
dihitung berdasarkan kesalahan pada confusion matrix dan kinerja dari algoritma akan
dinilai menggunakan metrik akurasi dan Fl-score. Algoritma naive bayes dengan fitur
gabungan unigram dan bigrams menunjukkan kinerja yang paling baik dengan nilai
akurasi dan Fl-score sebesar 0.921. Hasil penelitian menunjukkan nilai kemiripan
tertinggi pada bahasa ‘Jawa — Melayu’ meskipun hanya sebesar 3.82% dan terendah pada
bahasa ‘Melayu — Sunda’ sebesar 1.66%. Nilai kemiripan tersebut didasarkan pada
karakter yang dominan muncul di suatu bahasa seperti ‘e’ pada bahasa Melayu serta ‘a’
dan ‘v’ pada bahasa Sunda. Penelitian ini membuktikan bahwa hanya sedikit kemiripan
yang ada di antara bahasa Jawa, Sunda, dan Melayu.

Kata kunci: bahasa daerah, naive bayes, k-nearest neighbor, confusion matrix. Fl-score.
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ABSTRACT

As an archipelagic country, Indonesia has a variety of languages, Indonesia has 718
regional languages. However, many regional languages are at risk of decreasing users to
the point of extinction. Technological developments open up opportunities to analyze
patterns and unique characteristics of regional languages through n-gram analysis using
the naive bayes and k-nearest neighbor algorithms. Therefore, this study was conducted
with the aim of analyzing the similarities of regional languages, especially Central
Javanese, Sundanese, and Pontianak Malay as an effort to help preserve regional
languages in Indonesia. The results of the analysis of similarities between languages are
calculated based on errors in the confusion matrix and the performance of the algorithm
will be assessed using accuracy and Fl-score metrics. The naive bayes algorithm with
combined unigram and bigrams features showed the best performance with an accuracy
and F1-score value of 0.921. The results of the study showed the highest similarity value
in the 'Javanese - Malay' language although only 3.82% and the lowest in the 'Malay -
Sundanese' language of 1.66%. The similarity value is based on the dominant characters
that appear in a language such as 'e' in Malay and 'a' and 'v' in Sundanese. This study
proves that there are only a few similarities between Javanese, Sundanese, and Malay.

Keywords: regional language, naive bayes, k-nearest neighbor, confusion matrix. F1-
score.
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BAB 1
PENDAHULUAN

1.1 Latar Belakang

Bahasa Indonesia, selain menjadi identitas nasional, juga
merupakan bahasa resmi Negara Indonesia yang terbentuk melalui
perpaduan berbagai bahasa daerah yang ada di Indonesia. Sebagai negara
kepulauan, Indonesia sungguh kaya akan keragaman, mulai dari suku, ras,
budaya, agama, hingga bahasa. Dengan keberagaman ini, hampir setiap
daerah di Indonesia memiliki bahasa daerahnya sendiri dengan ciri khas,
ragam, dan logat yang berbeda. Proses migrasi, perdagangan, serta
interaksi antarbudaya yang terjadi di masa lalu tentunya berpengaruh
terhadap bahasa daerah yang ada di Indonesia. Hal ini menyebabkan
adanya kemiripan di antara bahasa daerah dalam berbagai aspek, seperti
kosakata, karakteristik, tata bahasa, dan penulisan.

Seiring perkembangan zaman, banyak masyarakat yang dalam
percakapan sehari-harinya mencampurkan bahasa daerah dengan bahasa
Indonesia, hal tersebut membuat bahasa tertentu semakin dikenal oleh
banyak orang. Namun, di sisi lain, beberapa bahasa daerah di Indonesia
mulai mengalami risiko penurunan penggunaan bahkan terancam punah.
Untuk menghadapi situasi tersebut, mengetahui kemiripan bahasa daerah
dapat digunakan untuk meningkatkan pemahaman antarbudaya di
Indonesia. Pendalaman terkait kemiripan antar bahasa juga merupakan
salah satu upaya yang dapat dilakukan dalam melestarikan keragaman
bahasa daerah di Indonesia.

Berdasarkan long form sensus yang dilakukan oleh Badan Pusat
Statistik pada tahun 2020, Indonesia memiliki 718 bahasa daerah dengan
berbagai keunikan dari berbagai aspeknya (Aziz, 2023). Dari banyaknya
bahasa daerah di Indonesia, tentunya tidak dapat dimungkiri bahwa ada
kemiripan dari bahasa-bahasa tersebut yang dipengaruhi beberapa hal

seperti letak geografis, serapan kata, dan penggunaan sehari-hari antar

13



masyarakat. Berdasarkan data long form sensus tahun 2020, bahasa daerah
dengan jumlah penutur terbanyak adalah bahasa Jawa dengan jumlah
penutur sebanyak 80 juta penutur. Pada urutan kedua, ditempati oleh
bahasa Sunda dengan jumlah penutur sebanyak 34 juta penutur. Sementara
itu, untuk bahasa Melayu memiliki jumlah penutur sebanyak 19 juta
penutur. Pada penelitian ini terdapat 3 bahasa daerah yang akan diteliti
kemiripannya yaitu bahasa Jawa, bahasa Sunda, dan bahasa Melayu.
Seiring dengan kemajuan teknologi, metode komputasional telah
menjadi alat yang efisien untuk menganalisis pola dan karakteristik
bahasa. Penelitian kali ini akan menggunakan algoritma naive bayes dan k-
nearest neighbor (k-NN) dalam melakukan analisis kemiripan bahasa
melalui analisis n-gram. Analisis n-gram digunakan untuk melihat pola
karakter yang sering digunakan oleh setiap bahasa. Algoritma naive bayes
dan k-nearest neighbor cukup mudah untuk diimplementasikan dan
memiliki performa yang baik pada sumber daya terbatas maupun sumber
daya besar. Dalam penelitian yang dilakukan oleh (Yudhi Putra &
Ismiyana Putri, 2022), kedua algoritma tersebut cukup umum digunakan
dalam klasifikasi data, dimana algoritma k-nearest neighbor melakukan
proses menemukan pola baru dalam data dengan menghubungkan jarak
antara data yang sudah ada dengan data baru, sedangkan algoritma naive
bayes menggunakan probabilitas dalam melakukan klasifikasi, algoritma
ini menggunakan data yang sudah ada dalam menentukan kelas untuk data
baru. Algoritma ini juga sering digunakan untuk studi kasus data mining
maupun ftext mining. Pada penelitian yang dilakukan oleh (Sujaini &
Bijaksana Putra, 2024), didapatkan hasil bahwa algoritma naive bayes
memiliki kinerja paling baik dan disusul oleh algoritma k-nearest neighbor
dalam melakukan tugas identifikasi 8 bahasa daerah di Indonesia. Pada
penelitian lain yang dilakukan oleh (Winarti et al., 2021), kedua algoritma
memiliki nilai akurasi yang cukup tinggi dengan nilai akurasi sebesar 88%

untuk algoritma naive bayes dan 60% untuk algoritma k-nearest neighbor.

14



Berdasarkan pemaparan yang telah dijelaskan di atas,
diharapkan dengan dilakukannya penelitian kali ini dapat memberikan
pemahaman yang lebih mendalam terkait hubungan antar bahasa melalui
angka kemiripan bahasa daerah, mengetahui pola dan karakteristik unik
bahasa daerah melalui analisis n-gram, serta membantu pelestarian bahasa

daerah yang ada di Indonesia untuk generasi yang akan datang.

1.2 Perumusan Masalah
Berdasarkan latar belakang yang sudah dijelaskan, dapat
dirumuskan permasalahan sebagai berikut:
1. Bagaimana kinerja algoritma naive bayes dan k-nearest
neighbor dalam menghitung nilai kemiripan teks bahasa daerah
di Indonesia?
2. Bagaimana nilai kemiripan bahasa daerah di Indonesia

menggunakan algoritma naive bayes dan k-nearest neighbor?

1.3 Tujuan Penelitian

Tujuan dari penelitian ini adalah mendapatkan hasil kinerja
algoritma naive bayes dan k-nearest neighbor dalam menghitung nilai
kemiripan teks bahasa daerah serta mendapatkan hasil nilai kemiripan

bahasa daerah di Indonesia.

1.4  Pembatasan Masalah
Agar proses pengerjaan penelitian ini lebih terarah, maka dibuat
batasan masalah pada penelitian ini, diantaranya yaitu:
1. Bahasa yang akan digunakan dalam penelitian ini adalah
bahasa Jawa Tengah, Sunda, dan Melayu Pontianak.
2. Hasil dari penelitian ini yaitu nilai kemiripan teks bahasa
daerah yang disajikan dalam bentuk confusion matrix.
1.5  Sistematika Penulisan
Laporan tugas akhir ini akan disajikan dalam lima bab dengan
sistematika pembahasan sebagai berikut:
BAB 1: LATAR BELAKANG

Bab ini berisi tentang latar belakang masalah, perumusan masalah,
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tujuan penelitian, pembatasan masalah, serta sistematika penulisan
pembuatan tugas akhir ini.
BAB II : TINJAUAN PUSTAKA

Bab ini berisi landasan teori terkait penelitian yang akan dilakukan
sebagai penunjang dalam pengerjaan tugas akhir.
BAB III : METODOLOGI PENELITIAN

Pada bab ini membahas tentang langkah-langkah yang akan
dilakukan dalam penelitian, mulai dari identifikasi masalah, studi literatur,
pengumpulan data, pra-pemrosesan data, pelatihan model, pengujian
model, evaluasi model, analisis hasil, dan pengambilan kesimpulan.
BAB IV : HASIL DAN PEMBAHASAN

Pada bab ini berisi penjelasan mengenai nilai kemiripan dari
bahasa daerah yang menggunakan algoritma naive bayes dan k-nearest
neighbor.
BAB V : PENUTUP

Pada bab ini berisi kesimpulan penelitian mengenai nilai kemiripan
dan kinerja algoritma yang lebih baik digunakan dalam analisis nilai
kemiripan bahasa daerah di Indonesia, serta saran yang dapat digunakan

untuk penelitian-penelitian selanjutnya.
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